Abstract—Estimating the domain of attraction (DA) of an equilibrium point is a long-standing yet still challenging issue in nonlinear system analysis. The method using the sublevel set of Lyapunov functions is proven to be efficient, but sometimes conservative compared to the estimate via invariant sets. This paper studies the estimation problem of the DA for autonomous polynomial system by using the invariance principle. The main idea is to estimate the DA via sublevel sets of a positive polynomial, which characterizes the boundary of invariant sets. This new type of invariant sets admits the condition that the derivative of Lyapunov functions is non-positive, which generalizes the sublevel set method via Lyapunov functions. An iterative algorithm is then proposed for enlarging the estimate of the DA. Finally, the effectiveness of the proposed method is illustrated by numerical examples.

I. INTRODUCTION

For a given locally asymptotically stable equilibrium point, the domain of attraction (DA) is a set of initial states for which all trajectories starting from this region converge to the equilibrium point. By estimating the DA, one can directly predict the stability and the safety margin of systems with respect to a given initial state. Since long time ago, estimating the DA has always been closely related to engineering implementations, e.g., transient stability analysis of power systems and chemical reaction prediction [1]. More recently, its implementation has expanded quickly into the areas of clinical immunotherapy, ecological economy and biological systems, just to name a few [2]. For more applications, please check the survey [1] and the book [3].

Amongst the pioneering explorations, Zubov proposed a necessary and sufficient condition for the existence of Lyapunov function with respect to the DA of an equilibrium point [4]. This condition enables us to obtain the exact DA by solving a partial differential equation, which is called Zubov equation (also see its extensions: Zubov-like equation or Zubov generalized equation [5]). Based on [4], a new concept of maximal Lyapunov functions was defined: It is characterized by a partial differential equation and can be approximated by rational polynomial functions [6]. These methods can provide the actual DA, whereas they have to calculate the solution of Zubov-like equations, which is generally not easy to obtain. In order to avoid solving the Zubov equation, some effective methods have been proposed. These methods can be roughly classified into two categories: Lyapunov methods and non-Lyapunov methods.

Lyapunov methods exploit the sublevel set of Lyapunov functions for constructing an invariant and contractive set to inner-approximate the DA of the equilibrium point. This method has been widely studied in the last decade, thanks to the progress of real algebraic geometry [7] and positive polynomials [8], especially the sum-of-squares (SOS) technique [9]–[13]. Various effective approaches have been proposed by using different sublevel sets of distinct types of Lyapunov functions [14]–[22]. Quadratic Lyapunov functions approximate the DA efficiently, and conditions of Linear Matrix Inequalities (LMIs) are proposed by computing the Lyapunov matrix [20], [21]. In [18], a local triangulation strategy was proposed for two-dimensional systems via piecewise affine Lyapunov functions. In [17], polyhedral Lyapunov functions are constructed for quadratic systems. In [14], SOS programming conditions are proposed by using polynomial Lyapunov functions. Based on [14], pointwise maximum Lyapunov functions are formulated by searching feasible polynomial Lyapunov functions [15]. Also based on [14], the DA can be estimated by a union of sublevel sets by using a continuous family of polynomial Lyapunov functions [16]. A more recent work used rational polynomial Lyapunov functions and obtained less conservative results compared to polynomial ones [19].

Non-Lyapunov methods, by contrast, do not use the sub-level set of Lyapunov functions [23]–[26]. In [23], an outer-approximation of the DA is computed by a primal infinite dimensional linear programming (LP) problem, which can be further transformed into the dual problem of SOS programming by using the moment theory. Extended from [23], a convex approach has been proposed to compute the inner-approximation of the DA by alternatively over-approximating the complement of the DA [24]. Very recently, a new approach was proposed to estimate the DA of polynomial systems by using invariant sets in contrast to sublevel sets of Lyapunov functions [26]: An iterative algorithm was provided based on SOS programming. This method obtains less conservative results by using invariant sets, but it still demands a Lyapunov function to formulate the invariant set.

Inspired by the work in [26], and based on the work in [3], [27] in the category of Lyapunov method, this paper uses invariant principles to inner-approximate the DA without searching for a Lyapunov function. The main contributions of this paper are listed as follows:

- An approach is proposed for computing the largest estimate of the DA for nonlinear systems based on the Barbashin-Krasovskii-LaSalle principle. A new type of invariant set, as the sublevel set of a family of positive
polynomials, is proposed to be the inner-approximation of the DA (Section III-A).

- Based on the real Positivstellensatz, the estimation problem of the DA can be reduced to a local SOS programming problem. By further exploiting the Square Matrix Representation (SMR) of local SOS, we can compute a lower bound of the largest estimate of the DA. This can be achieved by solving a generalized eigenvalue problem (Section III-B and Section III-C).

- Two strategies are proposed for computing the largest estimate of the DA with variable polynomials, which characterize the boundaries of invariant sets. Based on these strategies, an algorithm is given for enlarging the estimate of the DA via invariant sets (Section III-D).

### II. Preliminaries

Notations: \( \mathbb{N}, \mathbb{R} \): natural and real number sets; \( \mathbb{R}_+ \): positive real number set; \( 0_n \): origin of \( \mathbb{R}^n \); \( \mathbb{R}_0^n \): \( \mathbb{R}^n \setminus \{0_n\} \); \( A^T \): transpose of \( A \); \( A > 0 \) (\( A \geq 0 \)): symmetric positive definite (semidefinite) matrix \( A \); \( A \otimes B \): Kronecker product of matrices \( A \) and \( B \); \( \text{deg}(f) \): degree of polynomial function \( f \); \( \text{trace}(A) \): trace of matrix \( A \); \( \text{diag}(v) \): a square diagonal matrix with the elements of vector \( v \) on the main diagonal; \((*)^T AB \) in a form of SMR: \( B^T AB \). Let \( \mathcal{P} \) be the set of polynomials and \( \mathcal{P}^{n \times m} \) the set of matrix polynomials with dimension \( n \times m \). A polynomial \( p(x) \in \mathcal{P} \) is nonnegative if \( p(x) \geq 0 \) for all \( x \in \mathbb{R}^n \). A useful way of establishing \( p(x) \geq 0 \) consists of checking whether \( p(x) \) can be described as a sum of squares of polynomials (SOS), i.e., \( p(x) = \sum_{i=1}^{k} p_i(x)^2 \) for some \( p_1, \ldots, p_k \in \mathcal{P} \). The set of SOS polynomials is denoted by \( \mathcal{P}^{\text{SOS}} \). If \( p(x) \in \mathcal{P}^{\text{SOS}} \) becomes 0 only for \( x = 0_n \), we call \( p(x) \) local SOS denoted by \( \mathcal{P}^{0 \text{SOS}} \).

### A. Model Formulation

In this paper, we consider the following autonomous dynamical system:

\[
\dot{x}(t) = f(x(t)),
\]

where \( x \in \mathbb{R}^n \) is the state vector, \( x(0) \in \mathbb{R}^n \) is the initial state, \( \chi(t; x(0)) \) denotes the solution of system (1), \( f : \mathbb{R}^n \to \mathbb{R}^n \) is a nonlinear function satisfying the local Lipschitz condition. In the sequel, we will omit the arguments \( t \) and \( x \) of functions whenever possible for the brevity of notations.

**Remark 1**: In this paper, we are interested in estimating the DA of an isolated stable equilibrium point. Without loss of generality, we place the equilibrium point at the origin.

Let us introduce the DA of the origin: It is the set of initial states for which the system asymptotically converges to the origin, i.e.,

\[
\mathcal{D} = \left\{ x(0) \in \mathbb{R}^n : \lim_{t \to +\infty} \chi(t; x(0)) = 0_n \right\},
\]

where \( \chi \) is the solution of system (1). The set \( \mathcal{I} \) is invariant if \( \chi(0; x(0)) \in \mathcal{I} \Rightarrow \chi(t; x(0)) \in \mathcal{I}, \forall t \in \mathbb{R} \). If this condition only holds for \( t \geq 0 \), then \( \mathcal{I} \) is positive invariant.

### B. Problem Formulation

In this paper, we aim to use the invariant set to estimate the DA of the origin. Since the sublevel set method of Lyapunov functions is the dominating method in this area, we first introduce this method and then compare it with the method via invariant sets. Specifically, let \( V(x) \) be a Lyapunov function of system (1) for the origin, which satisfies \( \forall x \in \mathbb{R}_0^n : V(x) > 0, V(0_n) = 0, \lim_{\|x\| \to \infty} V(x) = \infty \) and the time derivative of \( V(x) \) along the trajectories of (1) is locally negative definite [28]. We introduce the sublevel set of \( V(x) \) as

\[
\mathcal{V}(c) = \left\{ x \in \mathbb{R}^n : V(x) \leq c \right\},
\]

where \( c \in \mathbb{R}_+ \). For system (1), \( \mathcal{V}(c) \) is an estimate of \( \mathcal{D} \) if there exists a positive scalar \( c \) such that \( \forall x \in \mathcal{V}(c) \setminus \{0_n\} : \dot{V}(x) < 0 \) [28].

An important observation in [28] is that the sublevel set of a Lyapunov function \( \mathcal{V}(c) \) for estimating the DA is simple but usually conservative compared to the method of invariant sets based on LaSalles’s invariance theorem. This motivates us to find an invariant set which is more general and thus less conservative than the set \( \mathcal{V}(c) \) to estimate the DA. See Fig. 1 for the relationship of different methods.

Let us now propose the main problem we are concerned with: Find a function \( W(x) \) and a positive scalar \( c \) such that

\[
\mathcal{W}(c) = \left\{ x \in \mathbb{R}^n : W(x) \leq c \right\}
\]

is an invariant set, and the estimate of the DA is maximized under a certain selected criteria, i.e., by solving

\[
\begin{align*}
\mu &= \sup_{c \in W} \rho(\mathcal{W}(c)) \\
\text{s.t.} \quad &\mathcal{W}(c) \subseteq \mathcal{D}, \\
&\mathcal{W}(c) \text{ is a positive invariant set},
\end{align*}
\]

where \( \rho \) is a measure of \( \mathcal{W}(c) \) depicting the user-defined criteria. It is worth noting that problem (4) is an inner-approximation problem of the DA, which is non-convex due to the construction of invariant sets and the high nonlinearity of \( \rho \).
III. MAIN RESULTS

In this section, we first provide a method to estimate the DA via a new type of invariant set. Then, we execute our method by an iterative algorithm, in which each step will be introduced by each subsection.

A. Estimate via the Invariant Principle

First, the following invariant principle is introduced:

Lemma 1 (Barbashin’s theorem [28]): Let \( x = 0_n \) be an equilibrium point for (1) and let \( W(x) \) be a continuously differentiable positive definite function on a domain \( A \) containing the origin, such that \( \dot{W}(x) \leq 0 \). Let

\[
S = \{ x \in A \mid W(x) = 0 \}
\]

and suppose that no other solution can stay identically in \( S \), other than the trivial solution \( x = 0_n \). Then, the origin is locally asymptotically stable.

Remark 2 (Difference from Lyapunov stability theory): The Barbashin-Krasovskii’s theorem requires that \( \dot{W}(x) \leq 0 \), while the Lyapunov function \( V(x) \) has to satisfy the more strict condition that \( V(x) < 0 \), \( \forall x \in A/\{0_n\} \). In other words, the Lyapunov stability condition is a special case of the Barbashin-Krasovskii invariance theorem. However, one needs to establish that the maximum invariant set in \( S \) of (5) is the origin, which may not be simple in general.

In order to overcome this obstacle, a sufficient condition is provided by establishing the higher-order derivative of \( W(x) \) and a new type of invariant set is developed for estimating the DA.

Theorem 1: Let \( W(x) : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) be a positive definite analytic function on \( W(c) = \{ x \in \mathbb{R}^n \mid W(x) \leq c \} \) and \( W(0_n) = 0 \). If there exists a natural number \( k \) such that

\[
\begin{align*}
W^{(2k+1)}(x) &< 0, \forall x \in W(c)/\{0_n\}, \\
W^{(j)}(x) &= 0, \ j = 0, 1, 2, \ldots, 2k,
\end{align*}
\]

where \( W(0) = 0 \) and \( W^{(j)} \) is the \( j \)-th time derivative of \( W \) with respect to \( t \) \(^1\), then, \( W(c) \) is an estimate of the DA, i.e., \( W(c) \subseteq D \).

Proof: We first prove that 1) \( W(c) \) is an invariant set: Then we show that 2) the origin is the only positive invariant set in \( x \in W(c) \mid \dot{W} = 0 \).

1) \( W(c) \) is an invariant set: Since \( W(x) \) is positive definite on \( W(c)/\{0_n\} \), then \( W(c) \) is compact. According to [1, Theorem 3.1], and taking into account the assumption that \( f \)

satisfies the local Lipschitz condition, one can conclude that system (1) has a unique solution for all \( x(0) \in W(c) \). For the continuity of \( \chi(t, x(0)) \), it follows that

\[
\dot{W}(x(t)) \leq 0 \Rightarrow W(x(t)) \leq W(x(0)) \leq c, \ \forall t \geq 0.
\]

Thus, all the solutions \( \chi(t, x(0)) \) remain in the set \( W(c) \).

2) The origin is the only positive invariant set in \( x \in W(c) \mid \dot{W} = 0 \): This condition holds if we can show that \( 0_n \) is locally asymptotically stable for all \( x \in W(c) \). Since \( W(x) > 0 \) for all \( W(c)/\{0_n\} \), we only need to prove that under condition (6), the statement \( \lim_{t \to \infty} \dot{W}(x) = 0 \), which directly yields \( \lim_{t \to \infty} x = 0 \). This can be proven by using a contradiction. Let us assume that \( \lim_{t \to \infty} \dot{W}(x) = a \) and \( a \neq 0 \), and that there exist a time \( T \) and a set \( B \) as a neighborhood of \( 0_n \) such that \( \chi(t, x(0)) \) is not in \( B \) for all \( t \geq T \).

Define the sets \( C = \{ x \in W(c) \mid \dot{W}(x) = 0 \} \) and \( E = C/B \). From condition (6), one could assume that there exists a \( k \) such that

\[
\max_{x \in E} W^{(2k+1)}(x) = -\gamma, \ \forall x \in W(c)/\{0_n\},
\]

\[
W^{(j)}(x) = 0, \ j = 0, 1, 2, \ldots, 2k,
\]

where \( \gamma \) is a positive scalar. By integrating \( W^{(2k+1)} \) with respect to the time interval \([t, T] \), one has

\[
W(x(t)) - W(x(T)) = \int_T^t \int_T^t W^{(2k+1)} ds
\]

\[
\leq \int_T^t \int_T^t (-\gamma) ds
\]

\[
= \frac{\gamma(t-T)^{2k+1}}{(2k+1)!},
\]

which results in \( W(x(t)) \leq W(x(T)) \approx \frac{\gamma(t-T)^{2k+1}}{(2k+1)!} \). As \( t \) goes to infinity, one has that \( \lim_{t \to \infty} W(x) = -\infty \), which contradicts with the fact that \( W(x) \) is positive definite on \( W(c)/\{0_n\} \). Thus, from Lemma 1, \( 0_n \) is locally asymptotically stable for all \( x \in W(c) \), which ends this proof.

Remark 3: For Theorem 1, it is worth noting that

- The sublevel set method of Lyapunov functions can be deemed as a special case of the proposed method. By setting \( k = 0 \) in (6), \( W(x) \) turns out to be a Lyapunov function of (1) and \( W(c) \) is a sublevel set of a Lyapunov function, which is also a contractive and invariant set.

- Observe that Theorem 1 only provides a sufficient condition that enables the origin to be the maximum invariant set in \( S \) of (5). The conservatism originates from the fact that Theorem 1 holds only for \( W(x) \) with the highest even derivative \( W^{(j)} = 0 \). Another source of conservatism is that, as mentioned in [28], one could construct an invariant set \( W(c) \) while the function \( W(x) \) is not necessarily positive definite. Methods for reducing the conservativeness will be discussed in Section V.
For the above result, a deliberately simple example is given for illustration:

**Example 1 (An excitation-free vibratory system [29]):** A spring-mass-damper model is considered in Fig. 2, where

\[
\begin{align*}
    x_1(t) &:= \text{displacement of the center of mass}, \\
    x_2(t) &:= x_1(t), \text{ i.e., velocity of the object}, \\
    F(t) &:= \text{external excitation force}, \\
    m &:= \text{mass of the object}, \\
    h &:= \text{elastic stiffness coefficient}, \\
    u &:= \text{viscous damping coefficient}.
\end{align*}
\]

For an excitation-free system, \( F(t) = 0 \) and \( m, h, u \in \mathbb{R}_+ \). From Newton’s second law of motion, one has

\[
\begin{align*}
    \dot{x}_1(t) &= x_2(t), \\
    \dot{x}_2(t) &= -\frac{u}{m} x_2(t) - \frac{h}{m} x_1(t).
\end{align*}
\]

Let \( x = (x_1, x_2)^T \), we first consider the Lyapunov function candidate \( V_1(x) = 0.5h x_1^2 + 0.5mx_2^2 \). In order to check the stability of this system and compute the DA, the derivative of the estimates of the DA can be obtained via some level sets using the proposed method. In addition, \( \dot{V}_1 = 0 \) for all the states on the \( x_2 \)-axis. Based on Lyapunov stability theory, the origin is not guaranteed to be stable. Thus, no sublevel set of \( V_1 \) can be used as the estimate of the DA.

In contrast, we consider \( W_1(x) = V_1(x) \) by using Theorem 1. Provided that \( W_1(x) = W_1^{(2)}(x) = 0 \), one has \( x_2 = 0 \) and \( W_1^{(3)} = -\frac{u}{m} x_1^2 < 0, \forall x \in \{x|x_2 = 0\}/\{0\} \). Therefore the global stability of the origin is ensured by using the proposed method. In addition, \( W(x) \) satisfying condition (6) is usually not unique. One could also consider \( W_2(x) = 0.25hx_1^4 + 0.25mx_2^4 \) with \( W_2(x) = W_2^{(2)}(x) = W_2^{(3)}(x) = W_2^{(4)}(x) = 0 \). It yields that \( x_2 = 0 \) and \( W_2^{(5)} = -\frac{2uh}{3m} x_1^4 < 0, \forall x \in \{x|x_2 = 0\}/\{0\} \). Thus, the estimates of the DA can be obtained via some level sets of \( W_1(x) \) and \( W_2(x) \), as shown in Fig. 3.

For the ease of understanding, we provide a flowchart of the iterative algorithm in Fig. 4, where Step 1 enlarges the estimate of the DA with fixed \( W(x) \) using an SOS programming problem; Step 2 converts this problem to a quasi-convex optimization problem; Step 3 searches for the optimal \( W(x) \) that provides the largest estimate of the DA with fixed auxiliary functions \( r(x) \) and \( s(x) \), which will be introduced in the next subsection.

**B. Step 1: Estimation with Fixed \( W(x) \)**

In this subsection, a method based on SOS programming is proposed to enlarge the set \( W(c) \) by selecting a fixed \( W(x) \), i.e., we aim at finding

\[
\gamma = \sup c
\]

such that (6) holds.

To this end, we consider autonomous nonlinear systems with polynomial vector fields. This class of systems can be extended to non-polynomial vector fields by using polynomial approximation or recasting them into rational vector fields [3], which is outside the scope of this paper.

First, let us introduce a lemma which extends from the well-known Real Positivstellensatz (P-satz) [7], [30]. This lemma uses the cone of local SOS to check the positivity of a polynomial on a semialgebraic set.

**Lemma 2 ([27]):** For polynomials \( a_1, \ldots, a_m, b_1, \ldots, b_l \)
and $p$, define a set

\[ B = \{ x \in \mathbb{R}^n : a_i(x) = 0, \forall i = 1, \ldots, m, \]
\[ b_i(x) \geq 0, \forall j = 1, \ldots, l \}. \quad (8) \]

Let $B$ be compact. Condition $\forall x \in B : p(x) > 0$ can be established if

\[ \exists r_1, \ldots, r_m \in \mathcal{P}, s_1, \ldots, s_l \in \mathcal{P}^0_{\text{SOS}}, \]
\[ p - \sum_{i=1}^m r_i a_i - \sum_{l=1}^l s_i b_i \in \mathcal{P}^0_{\text{SOS}}. \quad (9) \]

Remark 4: Condition (9) becomes a necessary and sufficient condition if there exists no degree limit for the auxiliary functions $s_i$ and if one could find a polynomial $b$ in set $B$ such that $b^{-1}[0, \infty)$ is compact in $\mathbb{R}^n$. Please find [30] for the instance of SOS cones. □

Based on Lemma 2, a condition of local SOS programming can be proposed to obtain a lower bound of $\gamma$ in (7).

Theorem 2: Assume there exist a natural number $k$ and a positive definite function $W(x)$ satisfying

\[ \forall x \in \mathbb{R}^n : W(x) > 0, \ W(0) = 0, \]
\[ \lim_{\|x\| \to \infty} W(x) = \infty, \]
\[ W(j)(0) = 0, \ \forall j = 0, 1, \ldots, 2k, \quad (10) \]

and there exist a group of polynomials $r_j(x) \in \mathcal{P}$, $j = 0, 1, \ldots, 2k$, and a polynomial $s(x) \in \mathcal{P}^0_{\text{SOS}}$ such that $\bar{c}$ is the optimum of the following polynomial optimization

\[ \bar{c} = \sup_{c} \quad c, \quad \text{s.t.} \quad \psi(x, c, r(x), s(x)) \in \mathcal{P}^0_{\text{SOS}}, \quad (11) \]

where

\[ \psi(x, c, r(x), s(x)) = W(2k+1)(x) + s(x)(c - W(x)) + \sum_{j=0}^{2k} r_j(x) W(j)(x), \]
\[ (12) \]

in which $r(x) = [r_0(x), r_1(x), \ldots, r_{2k}(x)]^T$. We recall that $W(j)$ is the $j$-th derivative of $W$ with $W(0) = 0$. Then, $\bar{c} \leq \gamma$.

Proof: Suppose (11) holds, then $-\psi(x, c, s(x))$ and $s(x)$ are local SOS. From Lemma 2, it yields that

\[ \exists \bar{k} : W(2k+1)(x) < 0, \quad (13) \]

for all $x \in \{ x \in \mathbb{R}^n : W(j) = 0, j = 0, 1, \ldots, 2k \} \{x \in \mathbb{R}^n : c - W(x) \geq 0 \} \{0, \},$ i.e., (6) holds. Therefore, from Theorem 1, $W(\bar{c})$ is an estimate of the DA with respect to some natural number $k$. Taking into account the definition of $\gamma$ in (7), it finally yields that $\bar{c}$ is a lower bound of $\gamma$, which completes this proof. □

Remark 5: The above result converts the condition of (6) to local SOS conditions by using Lemma 2. It paves the way for proposing more tractable conditions via LMIs. The conservatism level depends on the degree of auxiliary functions and the existence of some additional auxiliary functions relaxed from $\text{P-satz}$, see [9], [12], [14]. □

C. Step 2: Quasi-Convex Optimization via SMR

Notice that the condition (11) of Theorem 2 is usually hard to establish since the product of a local SOS $s(x)$ and a scalar $c$ makes it a bilinear inequality, which is non-convex in nature. Bisection methods and iteration algorithms of SOS programming are introduced to cope with this issue, but they cannot handle the local SOS directly.

In this subsection, the SMR method is adopted for the local SOS, i.e., $p_0(x) \in \mathcal{P}^0_{\text{SOS}}$, and an approach is proposed by transforming the problem (11) into a generalized eigenvalue problem. First we will introduce the SMR for the set of local SOS. Consider a polynomial $p_0(x)$ of degree $\deg(p_0)$ without the constant and linear terms, or $p_0(x) \in \mathcal{P}^0_{\text{SOS}}$. For this class of polynomial, its SMR is as follows:

\[ p_0(x) = (s)^T (\tilde{P}_0 + L(\delta)) \phi(n, d_{p_0}), \quad (14) \]

where $(s)^T AB$ is short for $B^T AB$ given in Section II; $\tilde{P}_0$ is denoted by the SMR matrix of $p_0(x)$; $n$ is the number of variables; $d_{p_0}$ is the smallest integer not less than $\frac{\deg(p_0)}{2}$, i.e., $d_{p_0} = \lceil \frac{\deg(p_0)}{2} \rceil$; $\phi(n, d_{p_0}) \in \mathbb{R}^{(n, d_{n, p_0})}$ is a power vector containing all monomials of degree less or equal to $d_{p_0}$ without degree 0; and $L(\delta)$ is a parameterization of the space

\[ \mathcal{L} = \{ L(\delta) \in \mathbb{R}^{((n, d_{p_0}) \times (n, d_{p_0}))} : L(\delta) = L^T(\delta), \]
\[ (s)^T L(\delta) \phi(n, d_{p_0}) = 0 \}, \quad (15) \]

in which $\delta \in \mathbb{R}^{(n, d_{p_0})}$ is a vector of free parameters. The functions of $l(n, d_{p_0})$ and $\phi(n, d_{p_0})$ can be obtained similarly to [12]. For the ease of understanding, an illustration of an SMR is given.

Example 2: Given the polynomial $p_1(x) = 5x^6 + 4x^5 + 4x^4 + 7x^2$, we have $d_{p_1} = 3$, $n = 1$ and $\phi(n, d_{p_1}) = (x^3, x^2, x)^T$. Then, $p_1(x)$ can be written as follows,

\[ P = \begin{pmatrix} 5 & 2 & 0 \\ 2 & 4 & 0 \\ 0 & 0 & 7 \end{pmatrix}, L(\delta) = \begin{pmatrix} 0 & 0 & -\delta \\ 0 & 2\delta & 0 \\ -\delta & 0 & 0 \end{pmatrix}. \]

Define $q_0(x) = \sum_{j=0}^{2k} r_j(x) W(j)(x)$ and let $\deg(W(2k+1)) - \deg(W) \leq \deg(s)$ and $\deg(W(2k+1)) - \deg(W(j)) \leq \deg(r_j)$, for all $j = 0, 1, \ldots, 2k$. By exploiting the representation introduced in (11), we have the following expressions of SMR:

\[ W(x) = (s)^T \tilde{W} \phi(n, d_w), \quad (16) \]
\[ s(x) = (s)^T \tilde{S} \phi(n, d_s), \quad (17) \]
\[ r_j(x) = (s)^T \tilde{R}_j \phi(n, d_{r_j}), \quad (18) \]
\[ \psi(x) = (s)^T \tilde{\Psi}(\delta, c, \tilde{R}_j, S) \phi(n, d_{\psi}), \quad (19) \]

for $j = 0, 1, \ldots, 2k$, where $\delta \in \mathbb{R}^{(n, d_{p_0})}$ is a vector of free parameters, and $\tilde{W} \in \mathbb{R}^{(n, d_{p_0}) \times (n, d_w)}$, $\tilde{S} \in \mathbb{R}^{(n, d_s) \times (n, d_s)}$, and $\tilde{\Psi}(\delta, c, \tilde{R}_j, S) \in \mathbb{R}^{(n, d_{p_0}) \times (n, d_{p_0})}$ are symmetric matrices. Let $\tilde{D}(\delta), \tilde{Q}(\tilde{R}_j)$, $\Lambda_1(S)$ and $\Lambda_2(S)$ be SMR matrices of $W(2k+1)(x), q(x), s(x)$ and $W(x)s(x)$, respectively, with respect to the power vector $\phi(n, d_{\psi})$. From (12), it yields

\[ \Psi(\delta, c, \tilde{R}_j, S) = D(\delta) + \tilde{Q}(\tilde{R}_j) + c\Lambda_1(S) - \Lambda_2(S), \]
where \( \delta \in \mathbb{R}^{d(n,d_0)} \) is a vector of free parameters. The following result transforms the condition (11) into a generalized eigenvalue problem (GEVP) via SMR.

**Theorem 3:** For the given positive scalars \( \varphi_1, \varphi_2 \), a natural number \( k \), and a selected polynomial \( W(x) = (x^T \hat{W} \phi(n,d_0) \) fulfilling (10), the polynomial \( \varsigma(x) = \varphi_1 s(x) + \varphi_2 W(x) s(x) = (x^T \Lambda(S) \phi(n,d_0) \), the lower bound of \( \gamma \) can be obtained by

\[
\hat{\gamma} = - \frac{\tilde{c}}{\varphi_1 + \varphi_2 \tilde{c}}
\]

(20)

where \( \tilde{c} \) is the solution of the GEVP

\[
\tilde{c} = \inf_{\delta, e, R} \epsilon = \begin{cases} 
\varphi_1 + \varphi_2 e > 0, \\
e \Lambda(S) > \hat{D}(\delta) + \hat{Q}(R_j) - \Lambda_2(S)
\end{cases}
\]

(21)

Proof: In this proof, we first show that 1) (21) is a GEVP. Then, we demonstrate 2) (20) is the lower bound of \( \hat{\gamma} \).

1) Optimization (21) is a GEVP: From [27, Lemma 4], we have \( \Lambda > 0 \) on the condition that \( \hat{W} > 0 \) and \( S > 0 \), which makes (21) a GEVP.

2) \( \hat{\gamma} \) in (20) is the lower bound of \( \hat{\gamma} \): Based on the last inequality of (21), we have

\[
\tilde{\Phi}(\delta, e, R, S) = \hat{D}(\delta) + \hat{Q}(R_j) - e \Lambda(S) - \Lambda_2(S) < 0.
\]

Considering (19) and

\[
\tilde{\psi}(x, c, r(x), s(x)) = W^{(2k+1)}(x) + (x) - W(x)s(x) - e(\varphi_1 + \varphi_2 W(x))s(x)
\]

one can rewrite \( \tilde{\psi}(x, c, r(x), s(x)) \) into:

\[
\tilde{\psi}(x, c, r(x), s(x)) = \tilde{\psi}(x, c, r(x), s(x)) - e(\varphi_1 + \varphi_2 W(x))s(x).
\]

Notice that \(-e/(\varphi_1 + \varphi_2 e)\) is a monotonically decreasing function which maps from the range \((-\varphi_1/\varphi_2, 0)\) into the range \([0, +\infty)\). Thus, (20) gives the lower bound of \( \hat{\gamma} \). \( \square \)

For more details of the GEVP, please see the book [31].

D. Step 3: Estimation with Optimal \( W(x) \)

In this subsection, strategies for finding the optimal \( W(x) \) are presented. First, let us recall that \( \rho \) in problem (4) is a user-selected measure which is usually chosen as

\[
\rho(W(\gamma)) = \text{vol}(W(\gamma)),
\]

where \( \text{vol}(W(\gamma)) \) depicts the volume of \( W(\gamma) \), and \( \gamma \) is introduced in (7). This allows us to pursue the optimal \( W(x) \) via maximizing the volume of \( W(\gamma) \). However, \( \text{vol}(W(\gamma)) \) is highly non-convex, which makes (4) a non-convex optimization. To solve this problem, a typical method is to approximate \( \text{vol}(W(\gamma)) \) by introducing

\[
\omega = \max_{\text{det}(W)} \frac{\gamma_n}{\text{det}(W)}, \quad \text{vol}(W(\gamma)) \propto \omega,
\]

(22)

where \( \hat{W} \) is the SMR matrix of \( W(x) \) in (16) and \( \text{vol}(W(\gamma)) \) is proportional to \( \omega \). Then, a linear approximation of \( \text{vol}(W(\gamma)) \) can be provided as

\[
\text{vol}(W(\gamma)) \approx \frac{\gamma}{\text{trace}(\hat{W})}. \tag{23}
\]

The main idea is to minimize \( \text{det}(\hat{W}) \) (the product of positive eigenvalues) by approximating the minimum of \( \text{trace}(\hat{W}) \) (the sum of positive eigenvalues). Thus, a strategy is given for searching the optimal \( W(x) \).

**Proposition 1:** Assume that there exist polynomials \( \tilde{s} \in \mathcal{P}_{s \text{os}}, s \in \mathcal{P}_{s \text{os}} \) and \( r_j \in \mathcal{P}, \forall j = 0,1,\ldots,2k \), such that

\[
\varsigma = \inf_{\hat{W}} \text{trace}(\hat{W})
\]

s.t. \( W(\hat{W}, x) \in \mathcal{P}_{s \text{os}}, W(\hat{W}, x) = 0, -\psi(x, \tilde{W}, c, r(x), s(x)) \in \mathcal{P}_{s \text{os}} \). \tag{24}

Then, \( \mu_1 = \tilde{\gamma} \) is an under-estimate of \( \gamma \). \( \square \)

Note that the condition of (24) could be transformed to LMI s by using SMR introduced in the previous subsection. Another promising method for handling the variable \( W(x) \) is to enlarge \( W \) by using a set of chosen geometric shapes [14]. Specifically, we consider the optimization problem:

\[
\mu_2 = \sup_{W, e} \epsilon
\]

s.t. \( \mathcal{G}(\epsilon) \subseteq \mathcal{W}(\gamma), \quad (10) \) - (11) hold.

where

\[
\mathcal{G}(\epsilon) = \{ x \in \mathbb{R}^n : \mathcal{G}(x) \leq \epsilon \}
\]

and \( \mathcal{G}(x) \) is a shape factor, e.g., a spherical form can be obtained from \( \{ x \in \mathbb{R}^n : \mathcal{G}(x) \leq \epsilon \} \) by simply choosing \( \mathcal{G}(x) = ||x||^2 \). Analogous to Theorem 2, another strategy for computing the lower bound of \( \rho(W(\gamma)) \) can be given as follows:

**Proposition 2:** Assume that there exist polynomials \( \tilde{s} \in \mathcal{P}_{s \text{os}}, s \in \mathcal{P}_{s \text{os}} \) and \( r_j \in \mathcal{P}, \forall j = 0,1,\ldots,2k \), such that

\[
\mu_2 = \sup_{W, e} \epsilon
\]

s.t. \( (\gamma - W) - \tilde{s}(\epsilon - \gamma) \in \mathcal{P}_{s \text{os}}, W \in \mathcal{P}_{s \text{os}}, W(\hat{W}, x) = 0, -\psi(x, c, r(x), s(x)) \in \mathcal{P}_{s \text{os}} \). \tag{27}

Then, \( \mu_2 \) is an under-estimate of \( \rho \). \( \square \)

To cope with (27), one could also construct a GEVP as in Theorem 3. We will show both strategies by numerical examples in the next section.

IV. Examples

We execute the computation using MATLAB 2015a on a standard laptop with an 8GB DDR3 RAM and an Intel Core i7-4712MQ processor. MATLAB toolboxes SeDuMi, SDPT3, SMRsoft, and SOSTOOLS are used for solving semi-definite problems and SOS programming problems.
A. Example 3

Consider the following model from [15]:

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -(1 - x_1^2) x_1 - x_2,
\end{align*}
\]

where the origin 0 is a locally asymptotically stable equilibrium point with an unbounded DA.

First, we apply the algorithm shown in Fig. 3 and use Proposition 1 to compute the estimate of the DA. The proposed method is compared to the polynomial Lyapunov methods from [3], [27], by using the same enlarging strategy. From Fig. 5, it is not hard to see that the proposed method, which uses invariant sets constructed by Theorem 1, provides the best result compared to the other methods. Furthermore, a method comparison is also provided by using Proposition 2, as shown in Fig. 6. By selecting the shape factor \( G(x) = x_1^2 + x_2^2 \), the best estimate can be obtained by the proposed method compared to the polynomial Lyapunov function methods. TABLE I shows the computational complexity of the proposed method.

B. Example 4

We extend the implementations to a 3-dimensional system:

\[
\begin{align*}
\dot{x}_1 &= -x_1 + x_2 x_3, \\
\dot{x}_2 &= -x_2 + x_1 x_2, \\
\dot{x}_3 &= -x_3,
\end{align*}
\]

in which the origin 0 is locally asymptotically stable. By using the proposed algorithm with Strategy 1, we have the computational result shown in Fig. 7. It shows that the proposed method provides a better performance compared to the sublevel set method via polynomial Lyapunov functions [3], [27].

V. Conclusion and Discussion

An approach is provided for estimating the DA of autonomous polynomial systems by using a new type of invariant sets. This method supplies a complementary perspective to the sublevel set method of Lyapunov functions, and provides an expanded scope for searching the Lyapunov function. Firstly, based on the Barbashin-Krasovskii-LaSalle invariant principle, a sufficient condition is provided that a sublevel set of a polynomial \( W(x) \) is an inner-approximation of the DA by checking the higher-order derivatives of \( W(x) \). Secondly, the largest estimation of the DA can be obtained by solving a local SOS programming problem. This problem is then transformed to a generalized eigenvalue problem by using the Square Matrix Representation. Finally, two strategies are proposed for searching the optimal \( W(x) \), and an iterative algorithm is provided to obtain the largest estimate of the DA via invariant sets. The examples demonstrate the effectiveness of the proposed method compared to the polynomial Lyapunov function methods.

Along with Remark 3, the main conservatism of this approach stems from the fact that only a suboptimal solution could be obtained for the GEVP (21), and the fact that (23) approximates the volume of sublevel set of \( W(x) \), which is

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\multicolumn{2}{|c|}{\text{deg}(W) = 4} & \multicolumn{3}{|c|}{\text{deg}(W) = 6} \\
\hline
\text{n}_t=5 & \text{n}_t=10 & \text{n}_t=20 & \text{n}_t=5 & \text{n}_t=10 & \text{n}_t=20 \\
\hline
16.17 & 37.51 & 81.17 & 16.17 & 37.51 & 81.17 \\
19.83 & 37.92 & 87.36 & 34.16 & 75.28 & 162.66 \\
\hline
\end{tabular}
\caption{The computational time \( t_c \) [sec] for the different strategies, the number of iteration \( n_t \), and the degree of \( W(x) \).}
\end{table}
highly non-convex. To cope with these problems, a promising convex approach is proposed by using the moment theory and the occupation measure. Conditions of LMIs are obtained other than a bilinear matrix inequality (BMI) [23], [24]. Another source of conservatism arises from the fact that only inner-approximation of the exact DA can be obtained. To get less conservative results, using rational polynomial methods as well as the union of a group of sublevel sets are probable ways, to which our future efforts will be devoted [15], [16], [32]. Moreover, reachable set computations also provide a useful perspective to reduce the conservatism level [33].
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